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Time Domain Electromagnetic Simulation for

Microwave CAD Applications
Wolfgang J. R. Hoefer, Fellow, IEEE

Abstract—Rapid progress in time domain modeling and com-
puter technology have brought practical time domain simula-
tors within reach. The next decade will see thle emergence of

sophisticated time domain simulation tools lituking geometry,

layout, physical and processing parameters of a microwave or
high speed digital circuit with its system specifications and the

desired time and frequency performance, including electro-
magnetic susceptibility and emissions. These CAD systems will
most likely employ dedicated parallel processors configured
specifically for modeling three-dimensional field problems.
Furthermore, the nature of discrete time domain algorithms

allows the designer to employ optimization and synthesis pro-
cedures which dWer from those employed in traditional fre-

quency domain CAD tools. In this paper, recent progress in

time domain modeling will be highlighted, and the possible im-

pact of these development on future CAD procedures and sys-

tems will be discussed.

I. INTRODUCTION

COMPUTER AIDED DESIGN (CAD) of microwave

circuits, including nonlinear analysis, is almost ex-

clusively performed in the frequency domain. The princi-

pal reason lies in the historical development of electro-

magnetic field analysis in communication and

broadcasting engineering. Time domain analysis was, at

least in the first half of the twentieth century, mostly per-

formed in high voltage engineering in order to deal with

transients due to switching, loading changes, breakdown

and lightning. Later, the development of digital tech-

niques for communications, measurement (time domain

reflectometry) and high’ speed logic have generated greater

interest in time domain analysis, both at the circuit and

the field levels.

In order to reduce the computational complexity of a

field problem it is, of course, both reasonable and desir-

able to reduce the number of independent variables by us-

ing Fourier transform techniques. In this way, the time

dimension can be eliminated by assuming sinusoidal time

dependence. Furthermore, if a structure is uniform in one

or even two space dimensions the problem can be broken

down into simpler steady-state periodic solutions. The

spectral domain approach is a good example of this pro-

cedure. In more general terms, traditional field analysis
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Fig. 1. Traditional (a) and alternative (b) approach to electromagnetic

modeling of microwav~ structures.

transforms the physical situation into a mathematical

model by projecting or mapping the space-time problem

into one or several abstract domains where the solution

procedure is simplified. This traditional approach to field

analysis is summarized in Fig. 1(a). The important point

here is that the formulation of the problem includes the

specific boundaty topology and material composition, as

reflected, for example, by the choice of basis functions in

a spectral domain solution, or the choice of eigenmodes

in a mode-matching solution. Typical examples are spec-
tral domain programs for multi-layer planar circuit stracn

tures, or mode-matching programs for waveguide filters.

This extensive analytical pre-processing leads to compu-

tationally efficient algorithms which, when implemented

on powerful computers, result in efficient field solving

tools.

Naturally, these tools are well suited for specific types

of circuit topologies associated with well defined manu-

facturing technologies. However, the user of such tools

can only control the geometrical and electrical parameters
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of the structure under study, but not its essential config-

uration. It is also very difficult to obtain with such meth-

ods the response of a circuit to arbitrary waveform exci-

tation, particularly in the presence of dispersion and

nonlinearities. However, this is usually acceptable in re-

turn for computational efficiency, provided that the circuit

technology is well defined.

In recent years, however, alternative approaches have

emerged which provide greater flexibility to the user at

the expense of larger computational requirements. (Fig.

1(b)). Here, the principal algorithm models the intrinsic

behavior of electromagnetic fields without reference to

specific boundary and material configurations; it can be

formulated either for time-harmonic or general time-de-

pendent fields in three-dimensional space, thus forming

the basis for a frequency domain or a time domain elec-

tromagnetic simulator, respectively. It is up to the user to

specify every detail of the structure to be modeled. While

it demands a considerable user input, such an approach

extremely general and flexible; it allows the user to tackle

previously unsolved structures without the need for spe-

cial expertise in field theory, mathematics and numerical

techniques. This does, of course, not imply that circuit

designers need to be less knowledgeable when using such

a tool, but rather that the tools available to circuit design-

ers become more powerful and versatile. As the available

computing power increases, the larger CPU time and

memory requirements compared to that of a specialized

code based on extensive analytical pre-processing, be-

comes less relevant within the overall context of electro-

magnetic design. One could almost speak of a paradig-

matic shift in electromagnetic field modeling. Among the

factors that are driving this evolution, the following are

the most obvious:

a)

b)

c)

The rapid increase in speed and memory of digital

computers, as well as the availability of vector com-

puters and parallel processors.

The increasing complexity, density and operating

frequency of electromagnetic structures, as well as

the need to study their response to non-sinusoidal

waveforms. Typical examples include monolithic

integrated microwave circuits, high speed digital

electronics, and EMI/EMC problems.

The requirements of potential users of numerical

field modeling tools. The most important are the
ability to solve realistic problems of arbitrary ge-

ometry, reliability, accuracy and numerical stabil-

ity, time and frequency domain capability, user

friendliness, extraction of relevant parameters,

compatibility with already existing CAD tools, and

the possibility of field visualization and animation.

One of the principal virtues of powerful processors is

that they make it possible to model electromagnetic pro-

cesses directly in space and time, the natural dimensions

in which dynamic physical events are experienced. For

maximum efficiency of digital processing, problems are

formulated directly in numerical, algorithmic rather than

in analytical form, and executed following a time-step-

ping procedure. This has the advantage that boundary

conditions, electrical composition and excitation of a

structure which are characteristic of a particular problem,

do not restrict the basic algorithm, but are input by the

user, preferably through a graphics interface (See Fig.

l(b)).

The evolution of microwave CAD closely follows that

of electromagnetic analysis while depending strongly on

available computer performance. Thus, earlier tools for

microwave design were based on equivalent circuit rep-

resentation and closed-form expressions, but modern ver-

sions employ increasingly some form of frequency do-

main field analysis and computer-generated multi-

dimensional lookup tables. Design is performed by re-

peated analysis combined with appropriate optimization

strategies.

Another important development is the combination of

electromagnetic modeling with interactive computer

graphics. Through field visualization and animation, elec-

tromagnetic field behavior can be observed directly, en-

abling the designer to relate the properties of a circuit to

the behaviour of the fields and thus give physical meaning

to abstract formalism.

However, modeling electromagnetic fields in the time

domain requires a number of new concepts and proce-

dures which, when implemented efficiently in the form of

a time domain electromagnetic simulator, are opening new

horizons in microwave CAD. In this paper, important de-

velopments in time domain field modeling will be high-

lighted, and their practical implementation in the form of

CAD tools for process-oriented microwave circuit design

will be demonstrated. Finally, future development trends

will be discussed.

II. BASIC PROPERTIES OF TIME DOMAIN SIMULATORS

A. Time-Stepping Algorithms

Discrete time domain models of electromagnetic fields

can be obtained by discretizing time domain differential

or integral formulations, by discrete spatial network rep-

resentation of fields, or by finite element approximation.

The large majority of time-domain simulators, however,

is based either on a discretization of Maxwell’s equations
in differential form (Finite Difference-Time Domain, or

FD-TD method) or on a discrete spatial network model

(Transmission Line Matrix, or TLM method).

While FD-TD is formulated in terms of electric and

magnetic field components, TLM exploits the analogy be-

tween field propagation in space and voltage/current

propagation in a spatial transmission line network, which

is formulated as a multiple scattering process following

Huygens’ principle. As a general rule, both methods lead

to practically identical results; in fact, for each TLM

scheme there exists an equivalent FD-TD formulation, and

vice versa, which means that one can be derived from the



HOEFER: TIME DOMAIN ELECTROMAGNETIC SIMULATION

Y

x

(a)

z
t

represent the directions of
incident and reflected
voltages at the TLM ports

(c)

1519

z

xA/
(b)

z, (i-~,j+~ ,k+~)

1
, ● ’J+r

,, .* r’
+

_ represent the directions of both
electric and magnetic field
components defined

(d)

Fig. 2. Various schemes for time-space discretization of electromagnetic

field problems. (a) Johns’ distributed 3-D TLM node [1]; (b) Yee’s Finite
Difference-Time Domain grid [2]; (c) Johns’ condensed 3-D TLM node
[3]; (d) FD-TD grid proposed.by Chen et al. [4].

other. Fig. 2 shows two such pairs of equivalent schemes.

Fig. 2(a) and (b) show Johns’ distributed TLM node [1]

and Yee’s unit FD-TD cell [2]. Fig. 2(c) and (d) compare

Johns” condensed TLM node [3] and the equivalent FD-

TD scheme derived by Chen et al. [4]. One basis for com-

paring discrete time’ domain field models is their disper-

sion of the propagation vector. It is well known that the

dispersion in a discrete system is equal to that in its ge-

neric continuous system only in the infinitesimal limit of

the discretization step ((Al/h) -+ O), and it deviates from

it the more A1/A increases. Fig. 3 shows the dispersion

characteristics of the discretization schemes in Fig. 2 as

derived by Nielsen and Hoefer [5]. These dispersion sur-

faces are the loci for the propagation vector in the three-

dimensional discretized propagation space. For low fre-

quencies ((Al/k << 1) the dispersion surfaces form a

unit sphere in all cases, which means that propagation is

isotropic and nondispersive. However, at higher frequen-

cies, the dispersion of the condensed TLM node and

Chen’s FD-TD scheme is considerably smaller than that

of the other two schemes in Fig. 2(a) and (b).

Clearly, equivalent TLM and FD-TD schemes possess

identical dispersion characteristics. Furthermore, opti-

mized codes for equivalent schemes require a similar

computer memory and execution time. Nevertheless, they

have their respective advantages and disadvantages when

implementing boundaries, dispersive constitutive param-

eters, and nonlinear devices. In the final analysis, the

choice between, TLM or FD-TD is mostly based more on

personal preferences and familiarity with one or the other

method. In the following, the salient features of time do-

main simulators will thus be described in terms of TLM

formalism with the understanding that there exists, or can

be derived, an equivalent FD-TD formulation.
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quired for the extraction of scattering parameters from the

impulse response of dispersive guiding structures, and for

the truncation of the computational domain when model-

ing free-space scattering and radiation problems. Another

im-portant- requirement is a graphic user interface for 3-D

geometry editing, parameter extraction and display, as

well as dynamic visualization of fields, charges and cur-

rents. Last, but not least, compatibility with existing CAD

tools is important, requiring the transfer of simulation data

/+1. in the ammomiate formats.

1

ky/2ko

Fig. 3. Plots of the dispersion surfaces for the schemes shown in Fig. 2(a)

Expanded TLM node and Yee’s FD-TD scheme; (b) Condensed TLM node

and Chen’s FD-TD scheme. (Normalized frequency 2rrA1/h = 0.7. Sta-
bility factor for the FD-TD schemes s = 0.5. The surfaces are perfect unit
spheres when 27rA1/h = O).

B. Advantages of Time Domain Analysis

The principal advantages of modeling electromagnetic

fields in the time domain are the following:

1)

2)

3)

4)

5)

6)

Non-sinusoidal waveforms and transient phenom-

ena can be studied directly.

Nonlinear and frequency dispersive behaviour can

be modeled more physically in the time domain than

in the frequency domain where the representation of

these properties is mostly phenomenological.

Properties over a wide frequency band can be ob-

tained with a single impulsive analysis.

The geometry and the electromagnetic material

properties of a structure can be varied during a sim-

ulation through modeling of moving boundaries and

time varying constitutive parameters.
Direct numerical synthesis is possible through re-

versal of electromagnetic processes in time.

Due to the localized character of time domain al-

gorithms, they are particularly well suited for im-

plementation on parallel or vector processors.

However, in order to implement these capabilities in a

practical simulator, dispersive and nonlinear properties,

moving boundaries, and sophisticated signal processing

procedures must be implemented, which include forward

and inverse Fourier transforms, numerical convolution,

and wideband absorbing boundaries. The latter are re-

The ~e&i~ility of these features has been demonstrated

both in TLM and FD-TD environments [6]-[8]. How-

ever, the computational requirements for modeling com-

plex structures with such methods are still extremely se-

vere. Therefore, research efforts are being focused on the

development of techniques to improve computational ef-

ficiency, the most important of which will be discussed

next.

III. TECHNIQUES FOR IMPROVING COMPUTATIONAL
EFFICIENCY

One of the main objectives in time domain modeling

research is the reduction of computational expenditure. In

the following, the most important techniques for achiev-

ing this objective will be briefly described. The first ex-

ploits the localised nature of the time domain algorithms

through parallel processing, the second is based on the

numerical processing of the time domain output signal us-

ing Prony ’s Method, and the third involves the reduction

of the so-called coarseness error due to insufficient reso-

lution of highly nonuniform fields by the finite discreti-

zation in the vicinity of sharp corners and edges. Even

though these techniques will be described below for TLM

modeling, they can be implemented in FD-TD schemes

as well.

A. Parallel Processing

The principle of causality ensures that any local change

in the discretized field space affects only its immediate

neighbourhood at the “next computational step. The highly

localised nature of time domain algorithms is therefore

perfectly suited for parallel processing. The type of ma-

chine most suitable for the implementation of such algo-

rithms is the SIMD system (Single Instruction Multiple

Data) such as the “Connection Machine” of Thinking

Machines Inc., which consists of a large number of pro-

cessors (up to 16 384) that are networked together. The

processors have their own memory banks and operate on

instructions broadcast to them by a host computer.

This allows implementation in a form quite different

from the program on a serial machine. Since each proces-

sor has its own memory, it is practical to assign, in the

TLM case, to each of them in an impulse scattering ma-

trix and a set of boundary conditions. The impulse scat-

tering matrix incorporates the local properties of the com-

putational space such as permittivity, permeability,

conductivity, and mesh size in the three co-ordinate di-
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rections. The boundary conditions specify whether there

are boundaries between a node and its neighbors, or

whether the nodes are connected together. This parallel

implementation greatly facilitates variable mesh grading,

conformal boundary modeling, and the simulation of

highly inhomogeneous materials and complicated ge-

ometries.

In order to assess the impact of parallel processing on

the computing speed we have implemented the 3-D TLM

condensed node on the Connection Machine of the INRIA

Computing Centre at Sophia Antipolis, France. The gain

in performance is impressive. Fig. 4 compares, on a log-

arithmic scale, the improvements made over the last year

in computing speed using various programming tech-

niques [9] and parallelisation. The original matrix for-

mulation by Johns [3] requires 144 multiplications and

126 additions/subtractions per scattering per node.

Through manipulation of the highly symmetrical impulse

scattering matrix, Tong and Fuj ino [9] have reduced the

scattering to six’ multiplications, 66 additionslsubtractions

and 12 divisions by four, increasing computing speed over

six times. Programming in Assembler rather than C + +

accelerates the process again four times. Finally, parallel

processing increases speed by more than two orders of

magnitude over the fastest serial version implemented on

a 386 computer in C + + language. The combined mea-

sures effectively reduce computation times from hours to

seconds.

This comparison strongly suggests that future imple-

mentations of time domain simulators for CAD purposes

will be based on dedicated parallel processors or super-

computers that emulate parallel processing.

B. Signal Processing

The fast Fourier Transform (FFT) is the most fre-

quently used signal processing method for extracting the

spectral characteristics of a structure from a time domain

simulation. For a realistic structure such as a planar an-

tenna, typically 60000 iterations (time samples) at 3,000

space points requiring 23 Mbytes of memory storage, are

needed to get the radiation pattern, but even this is insuf-

ficient for computing the input impedance of the antenna.

It is therefore of prime importance to reduce the number

of time samples required to extract a meaningful fre-

quency response. To achieve this goal, processing of the

time response using Prony’s method has been applied suc-

cessfully [10], [11].

In this approach the discrete time domain output signal

is treated as a deterministic signal drowned in noise. (Fig.

5). The signal is then approximated by a superposition of

damped exponential functions (Prony’s method), and the

noise is minimized using Pisarenko’s model. This signal
processing technique reduces the number of required time

samples by typically one order of magnitude.

C. Reduction of Coarseness Error

One of the principal sources of error in the TLM anal-

ysis of stmctures with sharp edges and corners is the so-

“wo’ooo~
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(after Dubard et al. [10]).

called coarseness error. It is due to the insufficient reso-

lution of the edge field by the discrete TLM network. The

error is particularly severe when boundaries and their cor-

ners are placed halfway between nodes as shown in Fig.

6. It is clearly seen that the nodes situated diagonally in

front of an edge are not interacting directly with the

boundary but receive information about its presence only

across their neighbors who have one branch connected

to it. The network is thus not sufficiently “stiff” at the

edge, i.e., the edge field is not sufficiently coupIed to the

edge current, and results obtained in these cases are al-

ways shifted towards lower frequencies. The classical

remedy for this problem is to use a finer mesh in the vi-

cinity of the edge, but this introduces additional compli-

cations and computational requirements. On the other

hand, the dispersion characteristics of the condensed 3-D

TLM node (see Fig. 3(b)) are so good that the velocity

error is practically negligible even for rather coarse

meshes. A much better and more efficient way is thus to

modify the corner node such that it can interact directly

with the boundary corner through an additional stub as

shown in Fig. 7 for the 2-D case [12]. Since this stub is
longer than the other branches by a factor ~ it is simply

assumed to have a correspondingly larger propagation ve-
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Fig. 6. Comer nodes in 2-D TLM mesh are not interacting directly with
the boundaries, causing large coarseness error.
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to the

locity. The effect of this corner correction is demonstrated

in Fig. 8 which shows typical results for the first resonant

frequency of a cavity containing a sharp edge as a func-

tion of the mesh parameter Al (see [12]). The parameter

p is proportional to the fraction of power carried by the

fifth branch of the corner node and is equal to half the

characteristic admittance of the corner branch when nor-

malized to the link line admittance (see Fig. 7). For p =

O (no corner correction) the coarseness error increases al-

most linearly with increasing Al, while for p = 0.1 the

frequency remains accurate even for a very coarse mesh.

The simplest and most accurate method for finding this

optimum value of p is to determine it empirical y in such

a way that the resonant frequency becomes independent

of the mesh size as demonstrated in Fig. 8. Numerous
numerical experiments using different geometries and fre-

quencies have confirmed that the optimal p – value is in-

sensitive to these factors. For more detail the reader is

referred to [12].

IV. ARBITRARY POSITIONING OF BOUNDARIES

A. Accurate Dimensioning and Curved Boundaries

The accurate modeling of waveguide components, dis-

continuities and junctions requires a precision in the po-

sitioning of boundaries that is identical to, or better than,

the manufacturing tolerances. If boundaries could only be

.

: p=o.1

I

0.0 0.2 0.4 0:’ 0:’ l:o 1:2

Mesh ParameterAl in rnrn

Fig. S. Effect of the fifth branchof a comer node on the accuracy of TLM

simulations of structures with sharp edges or comers.

introduced either across nodes or halfway between nodes,

then the mesh parameter Al would have to be very small

indeed, leading to unacceptable computational require-

ments. Similar considerations apply when curved bound-

aries with relatively small radii of curvature must be mod-

eled. It is therefore important to provide for arbitrary

positioning of boundaries. The basis for this feature has

been described already in 1973 by Johns [13] who, at the

time, thought that the advantage of this procedure over

stepped contour modeling was too small to warrant the

additional complexity of the algorithm. However, this is

not true when analyzing narrowband waveguide compo-

nents such as filters. Furthermore, as mentioned in Sec-

tion III-A, parallel implementation facilitates the inclu-

sion of such features without penalty in computation

speed.

Fig. 9 shows the concept of arbitrary wall positioning

in two-dimensional TLM. The boundary branch which has

a length different from A1/2 is simply replaced by an

equivalent branch of length A1/2 having the same input

admittance. This ensures synchronism, but requires a dif-

ferent characteristic admittance for the boundary branch

and hence, a modification of the impulse scattering matrix

of the boundary node (see [13]). The effect of such bound-

ary tuning is shown in Fig. 10 which indicates that the

length of the boundary branch can be continuously tuned

over a range of more than one mesh parameter Al without

appreciable error. This important technique definitely re-

moves the restriction that dimensions of TLM models can

only be integer multiples of the mesh parameter.

An alternative technique which can easily be applied to

the 3-D case as well consists of replacing the excess length

of an irregular boundaty branch beyond the A1/2 position

by an equivalent inductance or capacitance (which will be

independent of frequency as long as Al/A << 1) and to

discretize the differential equation governing the relation

between voltage and current in this element [14]. This

results in the following general recursive formula:

K—l
~v’=p — kvr + +(pk-lv” + k., v’) (1)

K+l
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Fig. 10. Resonant frequency of a quarter-wave resonator terminated by a
tunable electric wall as a function of the relative position IX = 21/Al.

where p = + 1 for a magnetic wall and p = – 1 for an’

electric wall. ~ is equal to 21/Al in the 3-D TLM case,

and ~ in the 2D TLM case. Equation (1) indicates

that the present impulse reflected from the boundary in

the reference plane at A1/2 depends on the present inci-

dent impulse as well as on the previous incident and re-

flected impulses, which need to be stored., This recursive

algorithm amounts to a numerical procedure for integrat-

ing the differential equation describing the behavior of the

reactive stub in the time domain.

These techniques effectively free the modeler from the

restrictions of the “Manhattan-style” or staircase approx-

imation of curved boundaries and provides the necessa~

flexibility for fine adjustments of struyture dimensions

without resorting to graded mesh techniques.

B. Implementation of Moving Boundaries

Since the position parameter CY= 21/Al, or the factor

~ in (1), can be continuously varied during a simulation,
this feature can be used to model moving boundaries. This

means that the position of a boundary can be changed by

an arbitrarily small amount between computational steps.

This opens possibilities not available in frequency domain

simulators, such as the modeling of expansion or contrac-

tion of objects during a simulation (temperature effects),

the influence of wall vibrations on the electromagnetic be-

haviour of structures, Doppler effect, etc. It also allows

the modeler to adjust or tune circuit dimensions during a

simulation without the need for exciting the structure anew

after every modification. This is because the field solution

before the modification can be regarded as a slightly per-

turbed state of the field in the modified structure, ~and the

transition between the, two solutions is faster than the

buildup of a new solution from the zero field state. It be-

comes thus feasible to tune, for example, a resonator in

the time domain by exciting it only once, and when the

field is built up, by moving (tuning) one or several of its

walls and observing the change in its resonant frequen-

cies. This tuning process may be combined with an optim-

ization strategy, or be executed directly by the operator

using visual feedback, thus realistically simulating the

tweaking of the dimensions of a physical circuit.

V. NUMERICAL SYNTHESIS THROUGH TIME REVERSAL

It has been shown recently by Sorrentino et al. [15] that

the impulsive excitation of a linear lossless TLM network

can be exactly reconstructed from the solution it pro-

duces, by inverting the TLM process. This is a direct con-

sequence of the properties of the TLM impulse scattering

matrix which is always equal to its inverse. In order to

relate this fact to the numerical synthesis of microwave

structures, consider a perfectly conducting body in space

or in a waveguide. Finding the topology of such a scat-

terer amounts to reconstructing from the radiated fields

the position of the current sources induced on its surface.

In a forward simulation of a scattering process, the field

function &tin space is a superposition of the incident and

the scattered fields:

@tot = @inc. + Oscatt (2)

Hence, in order to obtain the field &,tt, due to the induced

sources alone, the incident field 0,.., (or homogeneous so-

lution) must be computed separately and then subtracted

at each node from the total solution g$Ot. From this differ-

ence, the induced source and hence, the topology of the

scatterer, can then be reconstructed by inverse TLM sim-

ulation.

To demonstrate this process for a very simple case,

consider the situation shown in Fig. 11. It shows two

identical sections of parallel plate waveguide which are

terminated at each end with wideband absorbing bound-

aries. The upper guide is empty, while the lower guide

contains a discontinuity in the form of a thin, perfectly

conducting septum. A Gaussian pulse is now injected from

the left into both structures (Fig. 11(a)). It travels un-

changed through the upper homogeneous section, but is

scattered by the septum in the lower section (Fig. 1 l(b)
and (c)). The output nodes situated at both extremities

capture the response of the upper section (incident or ho-

mogeneous solution), and that of the lower section (total

field solution), shown here after 30, 70, and 100 iterations

(a, b, and c, respectively). The difference of the responses

of the empty and the loaded section is then computed and
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Fig. 11. Two identical matched parallel plate waveguide sections are

shown. The upper section is empty, and the lower contains a conducting

septum. (a) to (c) show the fields due to injection of a Gaussian pulse from

the left after 30, 70, and 100 iterations. The difference betweern the two

(f)

responses is re-injected into the empty section in reverse time sequence.

(d) to (f) show the maximum field after re-injection, reconstructing the
position of the septum within the rather coarse resolution of the pulse.

re-injected into the empty section through the same rows

of nodes in reversed time sequence, and the maximum

field value occurring at each node during the entire re-

verse simulation is recorded. Fig. 11(d) to (f) show the

result of this inverse process in perspective, longitudinal

and transversal view. It can be seen that this procedure

yields the exact position of the septum as expected. Ob-

‘ viously, the spatial resolution of the reconstruction in the

transverse dimension is inversely proportional to the spa-
tial width of the exciting Gaussian pulse, which is rather

coarse in this case, and directly proportional to the mesh

parameter Al. However, the exact dimensions can be ex-

tracted by further processing (see [16]).

In a practical CAD problem, however, the specifica-

tions are not available as a time domain response, but

more likely as a frequency response over a restricted fre-

quency range. This information is insufficient for the re-

construction of the circuit topology yielding this re-

sponse, and the designer must therefore generate the

missing information somehow. It will be shown below

how this is done in the case of the septum in Fig. 11. (see

also [16]). Obviously, this septum acts as a shunt induc-

tance in the operating band of the dominant mode. It is

well known that the frequency response of a shunt in-

ductance can be produced by many types of obstacles

other than a septum (posts of rectangular, elliptical or ir-

regular cross-section, irises, etc. ) in various lateral posi-

tions. Therefore, the designer must first select an appro-

priate type of obstacle based on other considerations, such

as available technology or ease of manufacturing. Then,
an obstacle with approximately the right dimensions can
be selected as a starting guess using available formulas

for the shunt susceptance in terms of the dimensions.

For this starting obstacle the impulse response is then

generated with a forward TLM analysis. The dominant

mode content of this first response Oicft(i, k) and

@&ht(i, k) is extracted at both extremities of the wave-
guide section, Fourier transformed and replaced by the

desired (specified) dominant mode content in the fre-

quency domain. The modified total response is then trans-

formed back into the time domain and, reduced by the

homogeneous response of the empty waveguide, rein-
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jetted into the computational domain in the inverse time

sequence. This procedure will now be described in more

detail.

Let the impulse response of the approximate obstacle

be~l(t) with its Fourier transform F’l(co). The latter is most

likely different from the desired (specified) frequency re-

sponse F’2(co) which is usually defined over a restricted

frequency range and for the dominant mode only. We can

thus modify Fl(u) so that it is identical to F2(ti) in the

bandwidth of interest, and for the dominant mode or prop-

agation. Now the modified response F{(a) must be con-

verted to a time domain signal for reinfection into the

empty waveguide.

Si~ce Fl(;) – F~(ti) is limited to the frequency band Fig. 12. Geometrical editor window of 3-D TLM electromagnetic simu-

lator. It shows a microstrip meander line and a reference section in a box
in which only the dominant mode can prOpagate, the With absorbing top and side walls.

transverse field distribution of the corresponding time

function ~l(t) – ~{(t) is known. The time domain signal

corresponding to the modified frequency response is thus

H(O = fi(f) – S; 1[Fl(o$w– F2(@j . (3)
ReferenceLie

known transvenal distribution Mean&r tie

This new time domain impulse response ~\(t) approxi-

mates the wanted impulse response since it contains, for

the bandwidth of interest, the dominant mode response of

the obstacle to be synthesized.

Finally, the difference between fl(t) and the homoge-

neous response is injected into the empty structure in re-

versed time sequence, yielding an image of the synthe-

sized obstacle as described above. This represents an

improvement over the initial guess and in many cases, is

already acceptable as a final result. However, if a new

forward analysis still yields an unsatisfactory answer, the

same sequence is repeated until the analysis satisfies spec-

ifications. In the case of single obstacles this process con-

verges rather quickly, and typically two. or three forward-

and-backward simulation cycles yield the final geometry.

Synthesis of larger circuit configurations is currently un-

der sttidy.

VI. USER INTERFACE AND TYPICAL SIMULATION Fig. 13. Propagation of a Gaussian pulse through the meander line and the

RESULTS straight reference line.

Since the user of a time domain electromagnetic simu-

lator must enter every physical and electrical detail of a

structure under test; the graphical interface must be very

friendly and well conceived. It consists typically of a 3-D

geometrical editor window which is-similar to a 3-D draft-

ing environment, a source window for specifying the ex-

citation waveforms, an analyzer window for displaying

time domain and frequency domain output as well as

S-parameters, and an animator window for visualizing

propagating fields, Figs. 12 to 15 show some typical ex-
amples (screen dumps) generated with a 3-D gcometry-

based TLM-Simulator prototype developed at the Univer-

sity of Ottawa.

Fig. 12 reproduces the geometrical editor window con-

taining a microstrip meander line and a straight microstrip

section side by side, shown from three co-ordinate direc-

,

tions and in perspective. The structures are enclosed by

absorbing boundaries simulating open space. Fig. 13 vis-

ualizes the propagation of a Gaussian pulse through both

the, meander and reference lines. Obviously, this repre-

sentation does not’ fully reproduce the’ effect of the dy-

namic display which shows the motion of the fields. (To

give some idea of the time needed to run this simulation,

each iteration requires about ‘one second on a DEC 3100

RISC workstation. This includes the time fdr graphics.
More powerful workstations with visualization hardware

will require only a small fraction of a second for one it-

eration). Fig. 14 compares three time domain signals

picked up at the extremities of the lines. They clearly show

the effects of dispersion on the traveling waveform, the

delay in the meander line, and the effects of surface wave
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Reference Line and
Meander Line Input Signal

Reference Line Output
Signat

A

ri.. x. ndta e

Fig. 14. Time domain signals at the input and output of the two lines.

propagation (precursor in the meander line output signal)

and of multiple discontinuity reflections (tail of meander

line output signal). Finally, Fig. 15 shows the ratio of the

complex Fourier transforms of the time domain signals

(meander output/reference input) yielding S21 in magni-

tude and phase.

The time domain simulator thus emulates the functions

of a 3-D drafting machine, a video system, a time domain

reflectometer, a network analyser and a spectrum ana-

lyzer, in other words a complete microwave laboratory in

a single computer tool.

VII. DISCUSSION AND CONCLUSION

While most of the basic time domain modeling proce-

dures have now been demonstrated and implemented in

various computer programs, the considerable computer
time and memory required to model realistic electromag-
netic structures is still an obstacle when it comes to real-

izing professional CAD tools based on these techniques.

Therefore, considerable research efforts are concentrating

on measures to reduce the computation count to manage-

able levels. In this paper three different ways to achieve

this have been described, namely parallel processing to

accelerate the TLM process itself, Prony–Pisarenko sig-

nal processing to reduce the required number of compu-

tation steps, and coarseness error compensation at sharp

corners and edges. All these methods can be combined to

accelerate TLM simulations by several orders of magni-

L-

a
,

0<
s,
01

@l
01
01

01
@,
01

—

Fig. 15. Magnitude and phase of S’zl extracted from the time domain sig-
nals in Fig. 14 by discrete Fourier transform.

tude. Since the computation count for TLM analyses in-

creases faster than the fourth power of the linear mesh

density, these accelerating features enhance our ability to
model complex structures to a much greater extent than

‘the mere increase of memory size and speed of com-

puters. Procedures for fine tuning of wall positions have

also been described. The ability to position boundaries at

arbitrary distances from TLM mesh nodes not only pro-

vides higher modeling accuracy and resolution but also

minimizes required computer resources. Since a time do-

main simulator explicitly stores all geometrical and elec-

trical characteristics of a structure under test, it can di-

rectly be linked with manufacturing and processing

facilities. Furthermore, it can produce time domain and

frequency domain data in a format suitable for input into

other CAD tools.

Future time domain CAD systems will most likely em-

ploy dedicated parallel processors configured in a 3-D ar-

ray. Furthermore, the nature of discrete time domain al-

gorithms gives rise to simulation procedures which differ

considerably from those employed in traditional fre-

quency domain CAD tools. These include the implemen-

tation of moving boundaries for geometrical tuning during

a simulation as well as numerical synthesis through re-

versal of the TLM process in time. Considerable research

is still required to bring all these procedures to full ma-

turity, but it is conceivable that at the present rate of prog-
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ress in time domain modeling, these techniques will equal,
and in many aspects, surpass the capabilities of frequency
domain CAD tools in the next decade.
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